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Abstract—Through the separation of control and data planes, software defined networking (SDN) allows a network to be effectively controlled via a logically centralized controller with a global network view. Researchers have started to explore the potentials for introducing SDN to mobile tactical edge networks (MTEN), where moving devices communication through wireless channels. However, SDN was originally developed for wired infrastructures. Its efficiency in MTEN is substantially jeopardised due to the unpredictable state of wireless links and frequent topology changes. In this paper, we design a novel hierarchical, self-organizing SDN architecture for mobile tactical edges. In this architecture, a network is dynamically partitioned into multiple temporary domains in a self-organising manner. In each domain, a certain node is appointed as a local SDN controller for managing all other nodes in the domain. To realize this architecture, we design a self-organizing network protocol, which includes a neighborhood discovery mechanism, a distributed game-theoretic network partition algorithm, and an abstraction of dynamics. It supports the dynamic adjustment of network partitions and the local controller placement for each domain with a low (re)configuration time, hence ensures the efficiency of the hierarchical, self-organizing SDN architecture in MTEN.

I. INTRODUCTION

Software defined networking (SDN) brings significant benefits for network management by separating the control plane and data plane of a network and allowing it to be controlled by a logically centralized controller. Though SDN has been well studied in the context of wired networks, it was only until recently when people start to investigate its potentials in mobile tactical edge networks (MTEN) [1], [2].

Directly applying the SDN architecture to MTEN, however, is impractical due to some key differences between wired networks, where SDN was originally designed for, and MTEN [3]. In particular, a MTEN is highly dynamic due to the unpredictable state of wireless links and frequent topology changes, while wired networks are relatively stable. As a result, the control path traffic of traditional SDN architecture in MTEN is substantially heavier, jeopardizing the efficiency of network management and the performance of data traffic. What is worse, the overhead to maintain connectivity between the controller and all communication devices in MTEN is too expensive, if not impossible.

In this paper, we propose a novel hierarchical, self-organizing SDN architecture tailored for MTEN. This architecture has two novel features: (1) a network can be dynamically partitioned into multiple temporary domains in a fully decentralized and self-organizing manner; and (2) in each domain, one node is assigned as a temporary local controller to manage all other nodes in the domain. To realize this architecture, we design a self-organizing network protocol. This protocol is composed of a neighborhood discovery mechanism, a distributed game-theoretic network partition algorithm, and two procedures to abstract all network dynamics. It supports the dynamic network partitioning and the local controller placement for each domain with a low (re)configuration time, hence ensures the efficiency of the hierarchical, self-organizing SDN architecture in MTEN.

II. OVERVIEW OF THE SELF-ORGANIZING SDN ARCHITECTURE

We consider an MTEN that consists of one logical controller (central controller) in the control plane and a set of mobile assets (nodes) with communication capabilities, e.g., UAVs, robots, vehicles and etc., in the data plane. Nodes communicate with each other and the controller through wireless channels. Nodes are distributed at geographical locations. Different nodes have different transmission powers depending on their hardware specifications. As a result, each node may only be able to directly communicate with a certain number of nodes (neighbors).

Limitations of existing architectures. If the traditional SDN architecture is applied to an MTEN, the central controller will install the optimal data forwarding decisions to mobile nodes by directly communicating with mobile nodes. However, this design is neither scalable or efficient due to the dynamics of wireless channels and network topology in MTEN. A strawman approach trying to improve its limitations is to pre-partition the network into several domains, and place a sub-controller in each domain as a relay to forward data forwarding decisions from the central controller to all the nodes in this domain. However, the volatile mobility of communication devices in MTEN determines that this approach will also perform poorly in MTEN.

Basic idea. Our hierarchical, self-organizing SDN architecture for MTEN is motivated by protocols for mobile ad hoc networks, e.g., OLSR. In particular, our architecture asks mobile nodes to dynamically partition the network into multiple temporary domains in a self-organizing manner, without any coordination from the central controller. In this way, the network partitioning functionality is offloaded from the control plane to the data plane, substantially reducing the control path traffic under the presence of high dynamics of wireless channels, the node mobility and the network topology.

In each domain, a node is elected as the local controller node (CN). This local controller serves more than a simple relay between the central controller and other nodes in the domain. Instead, certain controller functionalities are further offloaded from the central controller to each local controller. In this way, each local controller is in charge of the management of all other nodes, which are also called member nodes (MN), in the same domain.

Every CN utilizes the OpenFlow communication protocol to compute and manage the data forwarding decisions of its MNs.
Depending on their computation capacities, different CNs may be assigned functionalities. If a CN is equipped with sufficient computation power, e.g., a vehicle CN, it can calculate the optimal data forwarding decisions by itself and hence take most of the control functionalities from the central controller to manage the domain it belongs to. On the contrary, if a sensing or actuator device is elected as the CN, it has a limited computation power, hence it can only take very few control functionalities from the central controller, e.g., simple stateful firewall update.

Compared with controller nodes, MNs do not make any routing decision. They simply follow the data forwarding decisions sent by their local controller to forward and drop packets. Depending on different network partitions, MNs may maintain the connections with the local CN and the central controller (or other physical controllers) simultaneously to improve the fault tolerance of the control path. The synchronization between different controllers is a key piece of this architecture, and currently under investigation.

III. A SELF-ORGANIZING PROTOCOL FOR DYNAMIC NETWORK PARTITIONING

To realize the hierarchical, self-organizing SDN architecture, we design a self-organizing protocol for dynamic network partitioning. In the following, we present three key components of this protocol.

Neighborhood discovery. The neighborhood discovery mechanism in self-organizing SDN is based on a HELLO beacon message transmitted from each node. In each node, the HELLO message is broadcast periodically with a unified transmission power. Each node listens to the broadcast channel at all time and measures the received signal strength power of different beacon signals, which will then be used to calculate the link condition and bandwidth requirements. The HELLO message is a 4-tuple $(ID, CN_p, \{MN_p\}, MNCP)$, which denotes the sender node ID, the potential CN, the list of potential MNs and the MNCP value for $CN_p$ defined in Definition 1.

Definition 1 (MNCP). The maximum number of coexisting peers (MNCP) that can be tolerated is defined as $\alpha_i$, which represents that given the control plane bandwidth and adopting the proportional fair model, if a node wants to get associated with node $i$ as his CN, the domina size can not exceed $\alpha_i$.

Domain partitioning algorithm. Unlike the clustering algorithms based on density or mobility in ad-hoc protocols, our idea is to formulate the dynamic partitioning as a hedonic coalition game where we adopt a simplified but efficient measurement of the utility (MNCP) for the control plane. Our game-theoretic, Nash stable-based user association scheme is a local optimal solution to minimize the control plane cost. It consists of four steps as follows.

1) Based on the link costs from neighbors, each node selects a potential local controller $CN_p$ with the minimum cost and calculates the value of MNCP.
2) Based on the neighbors’ HELLO messages, each potential CN selects the effective game players, and estimates the number of associated MNs at the Nash-stable state $k^{NS}$, which is an indicator of the expected load condition.
3) Based on the estimated value $k^{NS}$, each node performs admission control to keep the first $k^{NS}$ players with the highest values of MNCP, and stores them in $\{MN_p\}$.
4) If the set $\{MN_p\}$ includes a node in the HELLO message of his potential CN, the node then gets associated with the CN; otherwise, the node selects another potential CN.

We prove the convergence of this partitioning process by the following theorem.

Theorem 1. Starting from any initial states, all players will always end up with a convergence to a final Nash-stable state, in which any movement of a player will lead to a utility reduction, with the domain size $k^{NS}$ obtained below.

$$k^{NS} = \inf_k k < \alpha_i \quad \forall i = 1, 2, ..., k.$$ (1)

Proof. The detailed proof can refer to the paper in [4].

IV. CONCLUSION AND FUTURE WORK

We design a novel hierarchical, self-organizing SDN architecture for MTEN. In this architecture, the network is dynamically partitioned into multiple domains in a decentralized manner, and a certain node in each domain is appointed as a local controller with certain control functionalities. We design a self-organizing protocol, which includes a game-theoretic network partitioning algorithm, to realize this architecture. As future work, we are building a testbed that integrates SDN functionalities into mobile devices to evaluate our proposed architecture.
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